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Word representation

How do we represent words in neural networks?
@ One-hot vector:

> Wgood = [1,0,0,0,...,0]

> Wgreat = [051a0707-“70:|

> Wy = [0,0,1,0,...,0]

> W, = [0,0,0,1,...,0]

Wy /@
Wgood ‘ @ +/—
o &@

input hidden output
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Word representation

How do we represent words in neural networks?
@ One-hot vector:

> Wgood = [1,0,0,0, ...,

> Wgeat = [0,1,0,0, ...,

> wgy =[0,0,1,0,...,

AN

o

o

o
e = ==

0,0,0,1,...,

o

Wa

@ Does not carry word similarity information
@ This would be better

> Wgood = [1, 0,0,0,...,0]
> Wgreat = [1, 0,0,0,...,0]
> Waay =10, 0,1,0,...,0]
»w, =10,001,..0]
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Word representation

How do we represent words in neural networks?
@ One-hot vector:

> Wgood = [1, 0,0,0,...,0]

> Wgreat = [1, 0,0,0,...,0]

> Weay = [0, 0, 1,0,...,0]

> W, = [O, 0, 0,1,...,0]

W, /@
Wgreat @ +/-
o &@

input hidden output
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Word Embeddings

@ Representation of words in vector space
@ Learn a low dimensional vector representations
» typically dimensions = 300
> Wgoods = [0.234,0.001, —0.456,0.000, ..., —0.938]
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Word Embeddings

@ Similar words are close to each other
— Similarity is the cosine of the angle between two word vectors

. — Xy
cosine(x,y) = Iyl
rich
silver
Ociety
disease

poor
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Word Embeddings

@ Learning word embeddings

Viktor Hangya (CIS) Bilingual Word Embeddings and Unsupervised SMT 2023 - 6



Learning word embeddings
Distributional similarity: the meaning of words can be understood from
their context

| drink water before bed. or | drink milk before bed.

Count-based methods:

@ Compute co-occurrence statistics

@ Map sparse high-dimensional vectors to small dense representation
@ Matrix factorization approaches: SVD

Neural networks:

@ Predict a word from its neighbors

» Word2Vec: CBOW and skipgram Mikolov et al. (2013a)
o Language Modeling Task

» ELMo, BERT Peters et al. (2018); Devlin et al. (2018)
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Learning word embeddings with Continuous Bag-Of-Words
Training example:... CEO of BMW was fired ...

INPUT PROJECTION OUTPUT

w(t-2)

w(t-1)

w(t+1)

w(t+2)

cBOw

Mikolov et al. (2013a)

Viktor Hangya (CIS) Bilingual Word Embeddings and Unsupervised SMT



Learning word embeddings with skip-gram

Training example: ... CEO of BMW was fired ...

INPUT PROJECTION  OUTPUT

W(t-2)

D
wit-1)

D w(t+1)
w(t+2)
I

Skip-gram

Mikolov et al. (2013a)
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Word embedding quality

@ Semantic similarity
» Correlation of cosine similarities with given word pair similarity scores
» Example: SimLex-999

* coast — shore: 9.00
* clothes — closet 1.96

@ Downstream tasks

» Embeddings as features in neural networks
» Example:

* Machine translation (BLEU)

* sentiment analysis (accuracy)

* etc.
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Bilingual Word Embeddings
@ Motivation
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Bilingual Word Spaces

Representation of words in two languages in same semantic space:
— Similar words are close to each other

— Given by cosine

rich
Reich

silver

Silber

society
Gesellschaft

Krankheit
isease Arm

poor
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Translating words

Translating word using cosine similarity

@ society — Gesellschaft

rich
Reich
silver
Silber
society
Gesellschaft
Krankheit
———disease Arm

poor
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Cross-lingual transfer learning

@ Train on English
> Wgood = [0.23,0.01,-0.45,0.00, ..., 0.93]
> wa = |—0.76,0.98,0.23,0.74,...,0.01]
> w, = [0.54,-0.39,0.28,0.79,...,0.42]

Wday

Wgood < @)
|nput hidden output

Viktor Hangya (CIS) Bilingual Word Embeddings and Unsupervised SMT

2023

14



Cross-lingual transfer learning

o Classify German
> Wgoos = [0.23,0.01,-0.45,0.00,....,0.93] ~ Wgyrer
> Wgay = [—0.76,0.98,0.23,0.74,...,0.01] ~ wryg

» w, =[0.54,-0.39,0.28,0.79,...,0.42] ~ Wejn
Wein ¢
Wguter @
e <

|nput hidden output
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Bilingual Word Embeddings

@ Overview of approaches
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Learning Bilingual Word Embeddings

@ Required bilingual training signal:

» Parallel sentences

* Hermann and Blunsom (2014), Gouws et al. (2015), Gouws and
S¢gaard (2015), Duong et al. (2016)

das Haus ist klein

the house is small
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Learning Bilingual Word Embeddings

@ Required bilingual training signal:

» Document-aligned data
* Vulic and Moens (2015); Vulic and Korhonen (2016)

Dog a

From Wikipedia, the free encyclopedia

This article is about the domestic dog. For refated species known as "dogs", see Canidae. For other uses, see Dog (disambiguation)

The dog (Canis familiaris when considered a distinct species or Canis lupus familiaris when considered a subspecies of the wolf){%! is a member of the genus.
Canis (canines), which forms part of the wolt-like canids,® and is the most widely abundant terrestrial camnivore. /IBISI01) The dog and the extant gray wolf
are sister taxal*[*3[14] as modem wolves are not closely related to the wolves that were first domesticated. /14l which implies that the direct ancestor of the
dog is extinct.'5 The dog was the first species to be domesticated,™I1% and has been selectively bred over millennia for various behaviors, sensory

capabilities, and physical attributes. 17!

Domestic dogs
Temporal range: At least 14,200 years ago -

Their long association with humans has led dogs to be uniquely attuned to human behavior[18] and they are able to thrive on a starch-rich diet that would be
inadequate for other canids.'%) Dogs vary widely in shape, size and colors. 2] They perform many roles for humans, such as hunting, herding, pulling loads,
protection, assisting police and miltary, companionship and, more recently, aiding disabled people and therapeutic roles. This influence on human society has

given them the sobriquet of “man's best friend".

Haushund
<
Dar Haustor und Nutztr gehaten Vo, dom or i U dnotvid. fand, st
vuz Haushund
3 Hund. dor 2ur
gehalten vird, w aiso Hunde, cie n
Damit i der Verwiderte oder sireunende Hunde, de zwar auch domestizir, aber ich sozilset sind I
Der Haushund,
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Learning Bilingual Word Embeddings

@ Required bilingual training signal:

» Monolingual data and a seed dictionary

* Mikolov et al. (2013b); Faruqui and Dyer (2014); Lazaridou et al.
(2015)

dog  -- Hund
apple —- Apfel
100 -- 100
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Learning Bilingual Word Embeddings

@ Required bilingual training signal:

» Monolingual data only
* Conneau et al. (2017); Artetxe et al. (2018a)
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Learning Bilingual Word Embeddings

@ Approaches:
» Mapping
* Step 1: build source language embeddings
* Step 2: build target embeddings
* Step 3: map them to a shared space

» Joint training
* Step 1: build both source and target embeddings in one step
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Bilingual Word Embeddings

@ Mapping
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Mapping with seed dictionary

@ Learn monolingual word embeddings

@ Learn a linear mapping W

poor
disease Reich
Silber
Gesellschaft
silver
Krankheit
Arm

rich
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Mapping with seed dictionary

@ Project source words into target space

rich

Reich
silver
Silber
society
Gesellschaft
Krankheit
Nse Arm

Viktor Hangya (CIS)
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Mapping with seed dictionary

1. Train monolingual word embeddings (Word2vec) in English
» Need English monolingual data

2. Train monolingual word embeddings (Word2vec) in German
» Need German monolingual data

3. Learn mapping W using a seed dictionary
» Need a list of 5000 English words and their translation
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Learning W by minimizing Euclidean distance

Regression (Mikolov et al. (2013b))

n
W* = argv\f/“inz | Wi —yi |2
i

x; : embedding of i-th source (English) word in the seed dictionary.

y; - embedding of i-th target (German) word in the seed dictionary.
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Learning W by minimizing Euclidean distance

Regression (Mikolov et al. (2013b))

n
W = argv\f?inz || Wx; — ;i |2
i

e For each pair (x;, y;) in the seed dictionary:
» Predict projection y* by computing Wx;

» Compute squared error between y* and y;

@ Find W such that squared error over training set is minimal
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Bilingual dictionary induction
@ Task to evaluate bilingual word embeddings intrinsically

@ Given a set of source words, find the corresponding translations:
» Given society, find its vector in the BWE space
> Retrieve the German word whose vector is the most similar (cosine)

cosine(Wx, y)

rich
Reich
silver
Silber
society
Gesellschaft
Krankheit
———{isease Arm

poor
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Bilingual dictionary induction

o Evaluation: precision@n

» is the correct translation in the n most similar translations?
» dog — Katze, Hunde, Hund, Giraffe, Maus

English to Italian  Italian to English
P@l P@5 P@10 | P@1 P@5 P@10

Methods with cross-lingual supervision (WaCky)

Viktor Hangya (CIS)

Mikolov et al. (2013b) T [ 33.8 483 539 [ 249 410 474

Conneau et al. (2017)
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Bilingual Word Embeddings

@ Orthogonal mapping
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Vector normalization

@ Mismatch:

n

» Training (squared-error): W* = argminy, > || Wx; —
i

» Test: cosine(x,y) = I\X)|<I.|}\/y||

@ Normalize vectors to length 1: x = ﬁ

n
» W* = arg maxyy > (Wx;) Ty;
i

Viktor Hangya (CIS) Bilingual Word Embeddings and Unsupervised SMT
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Isomorphism

@ Isomorphism (approximate)
> If languages convey similar information in similar contexts their
monolingual embeddings should be isomorphic.
> it is only true to some extent for each language pair
@ restrictions on the mapping (W)
> e.g. allow rotation only
» preserves word similarities in the monolingual spaces

(Conneau et al., 2017)
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Procrustes problem

@ Orthogonality constraint on W

@ Xing et al. (2015)

wW* = v’ Uzv’ =svD(yx")

X : contains the embedding of the i source word (x;) in the seed
dictionary in row i.

Y : contains the embedding of the i*" target word (y;) in the seed
dictionary in row i.

Viktor Hangya (CIS) Bilingual Word Embeddings and Unsupervised SMT 2023
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Bilingual dictionary induction

English to Italian  Italian to English
P@l P@5 P@10 | P@1 P@5 P@10

Methods with cross-lingual supervision (WaCky)

Mikolov et al. (2013b) T | 33.8 483 539 | 249 41.0 474
Procrustes - CSLS | 449 61.8 66.6 | 38.5 572 63.0

Conneau et al. (2017)

* Cross-Domain Similarity Local Scaling (CSLS): cosine alternative Conneau et al. (2017)
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Bilingual Word Embeddings

@ Unsupervised training
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Unsupervised mapping

@ Low-resource languages

> No seed dictionary is available for training
» only monolingual corpora for both languages

Generate an initial seed dictionary automatically
Learn mapping

Induce a better dictionary

w = o

Goto 1. until convergence
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Adversarial training

e Conneau et al. (2017)

@ Two player game

» Discriminator: discriminate mapped source language vectors Wx;
from target y;

* x; and y; are the embeddings of any word in the vocabulary (we have no seed
dictionary)

» Generator: generate the mapping W such that the discriminator fails

o lterative process: both make a step after each other
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Adversarial training
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Adversarial training
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Adversarial training
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Adversarial training
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Adversarial training
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Adversarial training
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Adversarial training

@ Discriminator

» Feed forward network: probability of vector x is the embedding of a
source word Py, (source = 1|x)

Lp(Op|W) = f% ZIOg Py, (source = llei) — % ZlogPeD (source = Olyi)
i=1 i=1
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Adversarial training

@ Discriminator

» Feed forward network: probability of vector x is the embedding of a
source word Py, (source = 1|x)

Lp(Bp|W)=—= Zlog Py, (source = I}W:r: - = Zlog P, (source = Dlyi

@ Generator

w(Wllp) = —— Zlog Py, (source = 0|Wx;) — — Z]og Py, (source = l{yz)

1_1
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Adversarial training

@ Discriminator

» Feed forward network: probability of vector x is the embedding of a
source word Py, (source = 1|x)

Lp(Op|W)=—— Zlog Py, (source = I}W:r: -~ ;log Py, (source = Olyi)

o Generator
w(Wlop) = —— Zlog Py, (source = 0|Wx;) — — Z]og Py, (source = 1{1;2)

1_1

@ Minimize both losses with gradient descent
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Initial dictionary

The iterative process gives us an initial W
Noisy but works well for frequent words

Translate frequent words with bilingual dictionary induction

Use this dictionary for orthogonal mapping

X Y WX
‘W.
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lterative refinement
@ Increase the quality and size of the dictionary in each step

[ q  Mapping - better!

Mapping - even better!

Ruder et al. (2019)
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Bilingual dictionary induction

English to Italian  Italian to English
P@l P@5 P@10 | P@1 P@5 P@10

Methods with cross-lingual supervision (WaCky)
Mikolov et al. (2013b) T [ 33.8 483 539 [ 249 410 474

Procrustes - CSLS | 449 61.8 66.6 | 385 57.2 63.0

Methods without cross-lingual supervision (WaCky)
Adv - Refine - CSLS | 45.1 60.7 65.1 | 383 57.8 628

Conneau et al. (2017)
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Bilingual dictionary induction

@ Results are lower for distant language pairs

@ Isomorphism is weaker

Unsupervised Supervised
(Adversarial)  (Identical)

EN-ES  81.89 82.62
EN-ET  00.00 3145
EN-FI 00.09 28.01
EN-EL  00.07 42.96
EN-HU 45.06 46.56
EN-PL  46.83 52.63
EN-TR  32.71 39.22

Sggaard et al. (2018)
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Unsupervised Statistical MT
© MT with bilingual word embeddings
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Unsupervised MT

Most MT systems need a large amount of parallel sentences (few
millions)

Low-resource languages lack this resource

We use only monolingual data to build an MT system

o Idea:

» Start simple: word translation
» Extend the initial system to sentences

We don't expect to beat supervised systems but for many languages
this is the best we can do

Viktor Hangya (CIS) Bilingual Word Embeddings and Unsupervised SMT 2023 - 42



Word-by-word translation

@ Translate each word in a sentence independently of the others
o Bilingual dictionary induction

» unsupervised bilingual word embeddings
> cosine similarity of words
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Word-by-word translation

@ Translate each word in a sentence independently of the others
o Bilingual dictionary induction

» unsupervised bilingual word embeddings
> cosine similarity of words

Der Himmel ist blau

The sky is  blue
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Word-by-word translation

@ Translate each word in a sentence independently of the others
o Bilingual dictionary induction

» unsupervised bilingual word embeddings
> cosine similarity of words

Der Himmel ist blau
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Results

en-fr fr-en de-en en-de
Supervised 2797 26.13 2561 21.33
word-by-word  6.28 10.09 10.77 7.06

Lample et al. (2018)
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Problems

@ Translating compound words

Der Himmel ist dunkelblau
The sky is —dark—
The sky is —blue—
The sky is  *dark blue*
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Problems

@ Translating multi word expressions

Fix und fertig
—Fixed—- —and-- —ready—
Exhausted
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Phrase embeddings

@ One embedding for n-grams
> Waark bive = |0.23,0.01, —0.45,0.00, ..., 0.93]

1. look for frequently co-occurring n-grams in the monolingual corpus
(Mikolov et al. (2013c))

count(w;,w;)

score(w,-, WJ) = count(w;) X count(w;)

2. Concatenate n-grams in the corpus
» The sky is dark_blue .

3. Train monolingual embeddings as before

4. Mapping of monolingual spaces

Viktor Hangya (CIS) Bilingual Word Embeddings and Unsupervised SMT 2023
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Phrase translation

@ Translate tokens with cosine

@ Tokens can be phrases as well

Der Himmel ist dunkelblau .
» cosine(dunkelblau, dark) = 0.7
» cosine(dunkelblau, blue) = 0.75
» cosine(dunkelblau, dark_blue) = 0.83

fix und fertig

cosine(fix, fixed) = 0.68

cosine(und, and) = 0.8

cosine(fertig, ready) = 0.7
cosine(fix_und _fertig, exhausted) = 0.95

vV vyVvYy
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Unsupervised Statistical MT

@ Integrating embeddings into Moses
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Problems

@ Translating words independently leads to problems:

» Fluency/word order

Ich denke dass der Himmel blau

ist

I think  that the sky —blye—  —is—

| think that the sky is

Viktor Hangya (CIS) Bilingual Word Embeddings and Unsupervised SMT
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Problems

@ Translating words independently leads to problems:
» Multi sense words and morphology

Ich sitze  auf der Bank
—}— st~ on the -—bank—

I'm sitting on the bench
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Log-linear model

o Feature functions:
» Phrase-table — adequacy
* Generate n (100) most probable translations for each source

word /phrase with bilingual dictionary induction
— different morphological variations and senses

¢(f|e) _ ecos(e,f)

Zf ecos(e,f)

» Language model — fluency
— right sense and morphology of words given the source sentence
— right order of words
* Train the same way as for supervised SMT
* using the same monolingual corpus as for the embeddings

Viktor Hangya (CIS) Bilingual Word Embeddings and Unsupervised SMT 2023
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Tuning weights

@ Finding the right feature weights needs parallel data

@ Back-translation:
0. Build systems for both directions: S;,;, and Si,—1,
* uniform feature weights
1. Generate synthetic parallel data

* Dy,1,: (back-)translate L; monolingual data with S;, ¢,
* Dy, ,1,: (back-)translate L, monolingual data with Si,_,,
* Source language is noisy but target is not

2. Optimize weight with MERT
* Dy, for Sp,—i,
* Dy, sy, for S0,

3. Goto 1. until convergence
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Iterative back-translation

@ Only the weights are tuned in the previous step
@ Build SMT systems from scratch using synthetic parallel data

» word align sentences
> build phrase tables
> etc.

@ Weights of Sy, 1, and 5;,,;, are now tuned
@ Back-translation:
1. Generate synthetic parallel data

* Dy,_,1,: (back-)translate Ly monolingual data with Si, 4,
* Dy, 1,: (back-)translate L, monolingual data with S;,—(,

2. Build supervised SMT systems from scratch
* Dy, 1, for Sp,i,
* Dyp,y1y for Sppny

3. Goto 1. until convergence
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Results

en-fr fr-en de-en en-de

Supervised 2797 26.13 2561 21.33

word-by-word ~ 6.28 10.09 10.77 7.06

Lample et al. (2018)

FR-EN EN-FR DE-EN EN-DE

Proposed system 25.87 26.22 17.43 14.08

Artetxe et al. (2018b)
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Summary

@ Word embeddings

» Similar words have similar word vectors
» Training them with word2vec using monolingual data

@ Bilingual word embeddings

» Mapping monolingual embeddings to shared space using seed dictionary
» Unsupervised mapping with adversarial initialization

@ Unsupervised SMT

» Word-by-word translation with unsupervised bilingual embeddings
» Integrating bilingual dictionary induction to SMT
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Thank you !
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