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Images
• Approaches for image classification and 

related problems have been dramatically 
changed by deep learning


• Current explosion of new work and 
dramatically different problems being 
addressed


• First let's look at accuracies on the 
ImageNet task (next slide)


• Then let's take a brief look at image 
captioning, as a prototypical text/image 
task
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Slide from Andrej Karpathy, results from



From image classification to image captioning

• Image classification has gotten much 
better


• The basic approach is the same as 
training a linear model like perceptron

• Check if we get the right answer

• If yes, do nothing

• If no, update the parameters to make the 

right answer more likely

• But how can we generate captions?
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Slide modified from Andrej Karpathy

Example Error
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Can go even further...
• Deep learning enabled addressing image 

caption generation in a much more natural 
way

• Also, cross-fertilization of ideas with machine 

translation (!)

• Framework is actually very similar to neural 

machine translation

• Deep learning also enables solving new 

problems

• For instance, there is now work on breaking 

images down into regions (next slide)
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Slides
• The slides on image captioning are 

from Andrej Karpathy (former PhD 
student of Fei-Fei Li), now at OpenAI
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• Questions?
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• Thank you for your attention!
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LeNet-5

• convolutional neural network use sequence of 3 layers: 
convolution, pooling, non-linearity –> This may be the key 
feature of Deep Learning for images since this paper!


• use convolution to extract spatial features

• subsample using spatial average of maps

• non-linearity in the form of tanh or sigmoids

• multi-layer neural network (MLP) as final classifier

• sparse connection matrix between layers to avoid large 

computational cost
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(Graphic from Yann LeCun, Text from Culurciello et al.)



LeNet-5 recognizing "3"

(Graphic from Yann LeCun (and world4jason??))


